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Usages of algorithms in Europe
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e Labour market policy e Employment and placform
e Social welfare work

e Education o Banking and insurance

e Policing and fraud detection e Targeted advertising

e Administration of justice e Price-setting and retail

Sources of algorithmic discrimination
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Past discrimination

Prejudices, stereotypes

Structural inequalities

Problem design
and model

o = 'Garbage in
Output: —> ?\;‘i ) et 8 ’
recommendation, - \ garbage Out’

predictiom assessment...

The legal framework: EU anti-discrimination law

e Art 19 TFEU: sex, race or ethnic origin,
religion or beliefs, disability, age, sexual
orientation

¢ Art 157 TFEU: equality between men and
women at work and in pay

e Art 21 Charter of Fundamental Rights:
non-exhaustive list of protected criteria
including

e Art 23 Charter: equality between men and
women

Minimum requirements

* Directive 2000/43: race or ethnic
origin (employment, goods and services,
education)

e Directive 2000/78: age, religion or
belief, disability, sexual orientation
(employment)

e Directive 2004 /113: sex (goods and
services)

* Directive 2006/54: sex (employment)




Other elements of regulation

GDPR:

e Recital 10 : 'special categories of personal data' or
‘sensitive data’
Recital 71 : prevent 'discriminatory effects on natural
persons on the basis of racial or ethnic origin, political
opinion, religion or beliefs, trade union mcmbcrship,
genetic or health status or sexual orientation’
Article 9(1) + 9(2) exceptions

But: sex, age, disability?

Proposal for a Regulation laying down
harmonised rules on artificial intelligence

(EU AI Act)

@ UNACCEPTABLE RISK

e Risk-based approach

e Model: product liability

@ HIGH RISK

LIMITED RISK
(Al 3ystems with specic
transgarency cbiligations)

MINIMAL RISK

Source: heeps://digital-strategy.cc.curopa.cu/en/policies/regulatory-framework-ai




4. Gaju in the legal framewotx

Conceptual frictions




Conceptual frictions (cont.)

e Difference is the basis for risk
preemption: technological
determinism

e The "individual™ a concept
unknown  to algorithmic
rationality

Gaps in legal scope

 Hierarchy of protection :
o Goods and services
© Online platforms

* Exceptions :
o media
o advertising
o education




Intersectional discrimination

93.6% 95.9% e Feedback loops:
B Microsoht e o eXCluSiOI'I
o invisibility

© Data mining
o Granular profiling

e Algorithmic classification

Gender Darker Darker Lighter Lighter Largest
But
Classifier Male Female Male Female Gap
B® Microsoft 94.0% 79.2% 100% 98.3% 20.8% e 'Single-axis' protected grounds
I I 2z . ¢
e C-443/15 Parris: 'there is [...] no
I JFACE* 99.3% 65.5% 99.2% 94.0% 33.8% new category of discrimination
resulting from the combination
88.0% 65.3% 99.7% 92.9% 34.4% of more than one of those
N I )
grounds...

Source: Joy Buolamwini & Timnit Gebru, ‘Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification”
Proceedings of Machine Learning Research 81:1-15, 2018

Algorithmic proxy discrimination

e Discrimination: direct or indirect?
° 'on grounds of
o vs correlations inferred based on proxy attributes

e Link to protected ground:
o C-177/88 Dekker: 'inseparable link’

o vs C-668/15 Jyske Finans: no 'direct or inextricable

link'
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Emergent patterns of discrimination?

o Article 19 TFEU: exhaustive list

o Article 21 Charter: open-ended

. C-3f4/13 FOA: no extension by
analogy

e New forms of social sorting
e Function and boundaries
of non-discrimination law?

'Seeing' and remedying algorichmic
discrimination

. Trapped inside own online reality:
personaiisation

¢ 'Black box' algorithms (Pasquale 2015):
no transparency, no explainability,
opacity of proprietary algorithms

* Responsibility in human-machine
interactions; automation biases?

o Liability: providers, users?




3. What ssdutions ?

EU anti-discrimination law in light
of the principle of technology

neutrality

e Effectiveness

. Legal resilience : which concepts can be
purposively revisited?

e Positive action

e Strategic litigation




Al and opportunities for combatting discrimination

Gendered language and employment Web sites: How search
algorithms can cause allocative harm

Karin van Es
Utrecht University

Daniel Everts R {{{({(LLLLLETT
Utrecht University p

Iris Muis
Utrecht Data School

Source: heeps://firstmonday org/ojs/index php/fin/article/view/r717

Bias detection DaT_a haS a bette[ idea

Debiasing and bias mitigation

Increased replicability and accuracy

Training, diversity, inclusion

¢ Monitoring and impact assessment

Thank you!

@raphaelc.xenidis@jur.ku.dk
L7 @raphaclexenidis




Special report on algorithmic

European network of legal experts in
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Challenges and opportunities
for gender equality and
non-discrimination law

Including summaries in
Enalish, French and German
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